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Considerations on the Validation of the Scoring of the 2010 FCAT Writing Test

The present report relates to the scoring of the 2010 FCAT Writing Test.  The FCAT Writing Test is a single prompt writing test given to students in the State of Florida at the 4th, 8th, and 10th grades.  All essays have been evaluated by scorers hired by the contractor on a 1-6 scale, a system that has existed for more than a decade.

This report is broken into four sections.  The first relates to our observations of the training of scorers and scoring supervisors by the contractor hired by the State of Florida; these training sessions were for the validation study sessions rather than the earlier, operational scoring sessions.  The second relates to our observations and interactions, primarily on the telephone, to conversations among the Florida Department of Education officials, those of the contractors, and Buros to discuss the process of scoring.  These conversations were approximately daily throughout the process.  The third section relates to an analysis of the validity and reliability of the resultant scores, and the fourth is a few recommendations about the entire scoring process for future considerations.
Notes on the Training of Scoring Supervisors and Scorers

The Florida Department of Education contracted with the Buros Center for Testing’s Buros Institute for Assessment Consultation and Outreach to participate in certain prescribed ways in considering the assignment of scores to the FCAT Writing Test, a test administered to all students across the state in fourth, eighth and tenth grades.  This portion of our report covers one component of our psychometric evaluation: that related to our initial observations, especially of the training of scorers who assign marks to the essays written by students.


The primary basis for this portion of this report is four days of observation by Dr. Geisinger of the scorer supervisor and scorer training for the fourth grade essays as well as three days of scorer training for the eighth grade essays by Mr. Foley.  These observations occurred in Ann Arbor/Ypsilanti, Michigan and Tulsa, Oklahoma, respectively.  Our comments are broken down into two sections below:  observations and comments.  Most of the statements below are in bullet format for ease of reading and consideration.  Some of these comments are also related to information that has been provided to us in documents by the State of Florida or through conversations with on-site individuals at the two scoring sessions.  We could, of course, expand upon many of the points either orally or in writing if such is desired by the Florida Department of Education.

Observations about Scorer Training
1) All of the essays at all three grades were the result of writing tests and were scored on the 1-6 score scale basis, where scores are made in whole numbers.

2) Scores are assigned by scorers who are trained by the state’s contractor.  These individuals meet qualifications set by the contractor and are trained to competency standards by the contractor, as described below.

3) The rubric was established by the State of Florida.  We understand that the rubric was initially established in the early 1990s (1993-1995) and has been used in essentially the same form since that time with only minor modifications.  (Please note that this rubric is applied to different prompts each year through the use of anchor papers that operationalize the rubric to the prompt.)
4) Notebooks were provided as part of the training as well as practice in actual scoring by the contractor in both the scoring supervisor and scorer training processes.  These notebooks include well-written descriptions of the six ordinally organized rubric scores as well as anchor papers.  In addition, the notebooks include descriptions of possible sources of scorer bias, a description of the writing prompt, and a glossary of important terms.

5) 18 anchor papers are provided in the notebooks, three for each rubric point.

a) Of the three anchor papers provided for each rubric point, one of the anchors represents a lower level of performance within that particular scale point, one in the middle of the distribution of essays receiving that score, and one at the higher end.  For example, for the score of “4,” there are three anchor papers, one relatively weak for a scoring of four, one average response for a four, and one high essay.

b) The anchor papers were identified through field testing (pretesting).  It is our understanding that this prompt was pretested in the fall/winter of 2008 (many were tested in December, 2008).  We were told that approximately 1500 students in the State of Florida were pretested with this prompt (at each grade) at that time.  These responses were scored using the rubric.  The contractor preselected a number of papers that are then scored by Florida educators.  The contractor then selected some of these to use as anchors for the present assessment.  The anchors are approved by the State of Florida.

i)  After the student pretest responses were scored, they were sent to what is called a Writing Range Finding Meeting, where experienced writing educators for the State of Florida confirmed the scores and finalized scoring approaches.

ii) The contractor reviewed data from the scoring and Writing Range Finding Meeting and selected the anchors used in this scoring process.

iii) There are actually two Writing Range Finding Committee meetings.  The first is described in (i) above.  The second is a check on the scores of the identified anchors and essays used in training scorers.  This second meeting essentially cross validates the scorings provided to these essays.

6) The notebooks that were provided to candidates during the scoring and scoring supervisor training hence provide the basis for all scoring.  The rubric is ultimately the basis for this scoring, although in training it is suggested to the scorers to compare student-written essays more to the anchor papers than the rubric per se.

7) The training of scorers and supervisors is largely comparable.  In both cases, the training begins with a description of the test and the context in which it is given.  It proceeds sequentially to the rubric, the above-described anchor papers, several highly structured rounds of practice with feedback, and finally to qualifying rounds.

a) Regarding the context of the testing, scorers were reminded regularly that the students taking the examination had only 45 minutes, that the paper was essentially a draft essay, and what students at that grade level were like generally.

b) Potential scorers were required to be present for all aspects of the training.

c) There are four rounds of practice scoring.  For the fourth grade training, for example, the first two rounds included 10 papers each, and the second two included 15 papers.

d) After each practice round, feedback is provided to those being trained.  The feedback supplies both the percentage of exact matches (called percentage agreement) and the percentage of providing adjacent scores.  (For example, if a particular essay’s expected score is a “3,“ then an individual who assigns it a score of “4” would not receive credit for an agreement, but would receive credit for assigning an adjacent score.  In this case, providing either a “2” or a “4” is considered adjacent.  This approach is relatively common in the scoring of student writing.)
e) We understand that the training of scorers earlier this year was done with a mix of on-line and face-to-face training.  That was the first time training was done on-line by Florida.  This training for the scoring validity study was entirely live.  

8) In both sets of training for the fourth graders, scorers were encouraged to give the benefit of the doubt to a score where the scorer is undecided as to whether to assign either of two adjacent scores.  That is, if a scorer reads an essay, considers the appropriate anchors and perhaps, the rubric, and cannot decide whether a “4” or a “5” is warranted, they were encouraged to score the essay “5.”  Additionally, it was emphasized that they were “scorers” rather than “graders,” since they were to focus on what was right with a writing sample (as opposed to what was wrong with it).

9) Scorers were told that on rare occasions they might encounter a paper that was written in a foreign language or for some other reasons might be considered unscorable.  They were simply told to call a supervisor should this happen.

10) Scorers were told to give great leeway to the students.  They could take the prompt in essentially any direction about which they wished to write.  If, on the other hand, it appeared that the student did not respond to the prompt, given their great latitude, a scorer should contact their supervisor.

11) The notion of holistic scoring was addressed repeatedly.  Scorers were encouraged not to spend too much time pondering an answer analytically but instead to begin to develop a global feel for the writing by comparing essay responses with the anchors.

12) Four dimensions were described as composing the general rubric:  focus, organization, support, and conventions.  Each was described briefly.

13) In response to questions regarding the nature of students in Florida and the scoring of what appeared to be responses by students who were English-language learners, they were provided a good description of the students of Florida, assured that no information on individuals students was or should be available, and that regardless of a student’s status, scorers were expected to rate the answer. All students are expected to learn to write, regardless of disability needs, special education status, or English language proficiency.  One individual, who ultimately did not reach the criterion to become a scorer, debated the use of testing especially with ethic minority students.  The representatives of the contractor and the State of Florida handled this individual well.
14) While there were essentially 2-3 instructors supplied by the contractor and a supervisor from the Florida Department of Education, one instructor in both observed sites provided the vast majority of instruction.  In both cases, the instructor was extremely able, described essays well, clarified differences among anchors, and defended the score scale throughout the instructional process.

15) After each of the practice scorings, the instructors re-iterated the anchors for the scorer candidates to refresh the anchors in the minds of the prospective scorers.

16) Qualifying examination standards appear high given the subjectivity of judgments along the score scale.  For the supervisors, for example, the performance of scoring required of the candidates for scoring positions involved meeting three criteria.  The scoring supervisor candidates were required to take three qualifying tests, each composed of 20 essays.  Each successful individual needed to meet the following three criteria:  no test with less than 60% exact matches on the scores provided by the experienced Floridian educators; across their two better qualifying tests, they needed to average at least 75% exact agreement; and across the 60 essays composing the three qualifying testings, they could have only one score that was not adjacent to the expected score.  We believe that these standards are appropriately high.
17) Of the 17 individuals who began training to become a scoring supervisor for the fourth grade, 14 were successful.  The primary criterion for reaching this standard was that they met high standards for scoring accuracy.

18) Those individuals who were not successful as supervisors were generally, and perhaps with exception, encouraged to come back to training to attempt to become scorers.

19) After the individuals who met the scoring and entrance (e.g., educational background) standards as supervisors, achieved that goal, the instructors began training them as supervisors in the scoring system used by the contractor.

20) We were told that validity checks of all raters are on-going throughout the process.  In general, if a scorer’s values do not meet scoring accuracy or validity standards, his or her recent scorings are deleted and additional training is required.
21) The quality requirements for serving as a scorer were somewhat more relaxed than those for serving as a supervisor.  Like the supervisors, there were three qualifying examinations.  Each set was composed of 20 essays.  Of the three, successful candidates must earn (1) at least an exact agreement of 60% on their better two testings, (2) an average exact agreement of 70% on their better two assessments, and (3) no more than 1 non-adjacent scorings across the 3 testings.  If scorers met the first two requirements on their first testings, they need not take the third set, but the supervisors were required to take all three regardless.  A few exceptions to these rules were made either to permit individuals to become provisional scorers or to sit through training again the following week.
Comments about Scorer Training
22) While this method of scoring writing is perhaps about as objective as it can be performed by humans, it is nevertheless a judgmental process, one utilizing significant judgment and interpretation.

23) The instructors presented the rubrics and the anchors well to those being trained.

24) The training of scorers was performed in extremely large classes.  The use of the practice measures and qualifying examinations helped to check and perhaps insure successful learning.  The checking of scorer learning was almost entirely performed by the use of the practice and qualifying examinations.

25) The rooms in which scorer training occurred were, of necessity, very large.  It was critical for the instructors to maintain control and they did do so.  Whenever some trainees talked, for example, others could not hear the instructor.

26) The instructors termed the scores provided by the Florida educators as “true scores.”  Because this term means something different within psychometrics, we have chosen not to use this term.

27) The standards for becoming scorers appear to be rigorous.

28) The procedures for security are good but imperfect.  Scorers were instructed not to take materials from the training rooms, recently hired supervisors stood by the door during breaks so that they could observe scorers leaving the room, and scorers were told not to bring brief cases and the like into the room.  Nevertheless, individuals might be able to take secure materials from the room if they so desired during non-break times, in purses, or in other ways.  To be sure, the security of these materials is significantly less critical than that of secure test items/tasks, and no information about specific students is included in the anchor papers.
29)  The rubrics are available on the Florida Department of Education web pages.  We believe that the anchor papers are eventually released.  One might worry that there could be differential availability to these documents due to differential availability of computer resources.  Such concerns in the world today are increasingly less relevant; nevertheless, we believe they are a concern that should be expressed so that officials can consider them once again, as we believe they probably already have.

30) By sitting among the scorers in training, we were able to observe that the trainees were diligently working to learn the rubric.  They were motivated to qualify to become scorers and to perform this work.

31) The population of scorers differs from that of the Writing Range Finding Committee.  To the extent that they are less experienced in scoring writing, these differences could have an impact.  The contractor uses several methods to minimize these differences in an attempt to achieve scores parallel or comparable to those  the students would have received had they been scored by the Range Finding Committee:
a) Through the training of these scorers to attempt to replicate the results of the Writing Range Finding Committee; 
b) Through the use of the rubric and anchors to score accurately; 
c) Through the validation checks, daily calibration checks, and back scoring (referred to as reliability checks).
32) The entire assessment process is only as successful as the pretesting and Writing Range Finding approaches. If errors are made during that process, especially during the Writing Range Finding, the anchors that are selected may not be representative and this step has the potential to throw off the entire process.  (Please note:  we are not making any accusation of a problem of any sort in the Writing Range Finding, only stating the clear point that if there is a problem at that stage, it has the potential to cause subsequent scoring problems.)

33) We were not provided with information on the background of the scorers.  We could not evaluate their qualifications, but we were assured by representatives of the contractors that they met very high standards.  For the small sample of individuals whom we met and came to know a bit, we agree that they were both well educated and had relevant experiences.
34) We believe that contractor did a remarkable job assembling teams of scoring supervisors and scorers in a short time, and they did so while holding to what they have represented as very high standards.  Even as we saw the very large teams being trained, we understand that the contractor was continuing to locate more scorers to be trained so that they could meet the very tight time lines.
35) We agree with the decision that scoring of the essays, at least in this particular case, is better done outside the State of Florida to de-politicize the scoring process and to keep the scoring process focused upon the best possible scoring accuracy as opposed to scorers learning of any external pressures.
36) This year is the first year that only one person read each paper to score it and the first where no half-point scores are provided.  (Half-point scores represent an averaging of two adjacent scores provided by the two raters.  For example, if one rater provided a score of 3 and the other a 4, the resultant score would be 3.5.)  We do not believe that a single-rater design is in keeping with typical professional test practice and we expect that it was instituted for budgetary reasons.
Review of the Daily Scoring Calls
37) Either Brett Foley and Kurt Geisinger (or both of them) listened in on and participated to some extent in the vast majority of the conference calls that occurred approximately daily during the validation scoring process.  We tried to limit our interactions to those situations where the validity of scores was a question, rather than any administrative practices per se which were often a topic of conversation.
38) The initial phone calls related to numbers of scorers, the numbers of scorers completing training (there were two waves of training of scorers as well as the initial scoring of scoring supervisors).  These questions were important because they related to the speed of scoring.

39) There were topics that were mentioned and/or discussed on a daily basis.  Some of these topics included: the percentage and number of papers scored, the number of scorers present on any given day, the number of scorers who left (i.e., to take a more permanent job, who quit, or who were dismissed), reliability check performance, validity check performance, conformity to historical score distributions, review of the performance of scorers, and other miscellaneous items.  These items are mentioned below.
40) The percentage and number of papers scored was an important consideration each day, especially for the contractor, because they had agreed to a specific time line for the dissemination of score reports to schools.  It was for this reason that they trained a second cohort of scorers after the first wave had been trained, that is, so that they could quickly include additional reviewers into the pool.  It should be noted that they always used tests of scoring accuracy before the hiring of scorers to evaluate actual student papers, even if they had had highly relevant experience and training.  The professionals running the entire process on behalf of the contractors seemed able to judge the need for additional scorers, the timing of the entire process, and so on in an extremely confident, if stressful manner.
41) The contractors and the State of Florida Department of Education folks were concerned with number of scorers present each day.  The number of scorers leaving due to poor performance or for voluntary reasons impacted the number of student tests scored.  These discussions did not take much time during the conference calls.  We also discussed the possibility of moving some scorers to supervisor status as needed.
42) Reliability checks were performed on a very regular basis (we understand that 20% of essays were re-scored in a blind fashion).  Reliability checks were re-scorings by a supervisor or a longer-term employee of the contractor, or, in some cases, the State of Florida.  The daily data analyses provided a summary of the agreement percentages and the percentage that differed by more than a single point.  This analysis provided one source of information about overall scorer performance.
43) In addition to reliability checks, validity checks were conducted.  These analyses were comparisons of essay scores that had been identified during the range-finding process and for which a “true score” had been assigned at that time.  The percentages of exact agreements and the percentage of scorings that differed by more than one scale point were provided on the daily analyses so that overall scorer performance could be considered.
44) On a daily basis, the management team of the scoring process reviewed the performance of scorers using speed of scoring, reliability checks and validity checks.  We understand that validity checks were the most important consideration.  The State of Florida’s highest representatives, in a call for which Buros was present but without the contractor, Ms. Ellington made it clear that she was most concerned about accurate scoring.  The validity of the scoring was paramount, and that position was repeatedly stated to the contractor by others representing the State of Florida and, to a lesser extent, by Buros staff.  The contractor certainly both heard and agreed with this position.
45) At times during the conversations, another item receiving some consideration was the conformity to historical score distributions.  That is, it was questioned whether individual scorers should be evaluated by virtue of their individual scoring distributions and the degree to which it was consistent with those that had been historically present in the scoring of essays in Florida.  This consideration would potentially be a complex one.  Moreover, it is a questionable one.  

a) On one hand, we understood that the computer system that provided essays to scorers was not randomized across the State of Florida.  Given school differences, the sampling of schools would likely influence the resultant distribution shapes.  This effect is not one that is randomly occurring.  Most statistical tests assume that the distributions have been sampled from a population (in this case the population of all essay scores in Florida for a given grade).  Therefore, the application of most statistical tests would be problematic.
b) On the other hand, if scorers were rigidly required to provide scores that match the historical distribution, then the distribution of scores would never change; they would never reflect increases or decreases.

46) We were pleased when the suggested use of this potential variable, that of following the historical distribution of scores, was not seriously considered as a primary evaluative criterion.  It was, instead, only considered a criterion for evaluating scorer performance if the scorer was also having difficulties with validity and reliability checks.  
47) The evaluation of scorers was on-going.  Different scorers were removed when their performance on validity checks, and to a lesser extent, reliability checks, failed to meet standards that were acceptable to the contractor and the State.  We supported such decisions as a way to achieve scoring validity.
Reliability and Validity Summary
The following section details reliability and validity information across results of the 2010 scoring validity study, 2010 operational scoring results, and previous year results.
48) For the writing assessment, reliability is defined as the percent of perfect agreement of ratings for the approximately 20% of essays scored by two raters.  Reliability results are summarized in Table 1.
Table 1.  Reliability coefficients comparison (percent exact agreement)

	Grade
	2010 Scoring Validity Study
	2010 Operational Scoring
	2009 Writing Assessment
	2008 Writing Assessment
	2007 Writing Assessment
	2006 Writing Assessment

	4
	53
	56
	64
	64
	62
	60

	8
	53
	50
	62
	61
	60
	60

	10
	54
	52
	54
	53
	53
	50


Reliability coefficients were very similar between the 2010 operational scoring and validity study scoring.  For grades 4 and 8 reliability coefficients were lower than for the previous year.  There can be no definitive rationale for this finding.  The 2009 year data look reasonably comparable to those of previous years; 2010 data appear somewhat lower.

49) For the writing assessment, validity is defined as the percent of perfect agreement of ratings when scorers evaluated validity papers that had pre-set scores assigned by content experts.  Validity results are summarized in Table 2. Validity coefficients were very similar between the 2010 operational scoring and validity study scoring for grades 4 and 10.  At grade 8, the 2010 operational scoring had a higher validity coefficient than was obtained in the 2010 scoring validity study.  For grades 4 and 8, validity coefficients were lower than for the previous year.  However, for grade 10 the validity coefficients for both the 2010 operational scoring and validity study scoring were higher than for the 2009.
Table 2.  Validity coefficients comparison (percent exact agreement)
	Grade
	2010 Scoring Validity Study
	2010 Operational Scoring
	2009 Writing Assessment

	4
	71
	73
	80

	8
	69
	76
	81

	10
	77
	79
	69


50) Because the effects of the writing prompts, training quality, training method, and scorer differences are confounded with each other, it is difficult to pinpoint reasons for differences in reliability and validity coefficients across scorings and administration years.  One wonders, for example, if it relates to having only a single scorer or whether these prompts were more complex than those of previous years, or some other possibility.  These considerations, however, border on being educated guesses or even conjecture.  
51) The following tables (Tables 3-7) and figures (Figures 1-2) provide analyses of annual data from 2006 to 2010.  The data for these tables and figures were provided to Buros by the Florida Department of Education based upon a request for such data by Buros.  It is hard to make strong interpretations from these data, given the multiple pieces of information from each year.  Nevertheless, it appears that data from 2010, in terms of the validity and initial reliability values, is quite comparable to those of the preceding years with the possible exceptions of the validity for grade 10, which is higher than previous years, and the reliability for grade 8, which is lower than previous years for the same grade.
Table 3:  2006 FCAT Writing Final Quality Metrics
	
	Cumulative Validity (Percent Perfect Agreement)
	Cumulative Reliability (Percent Perfect Agreement)
	Cumulative Reliability (Percent Perfect plus Adjacent*)

	Grade 4 Narrative
	74.5
	59.7
	97.6

	Grade 4 Expository
	70.9
	60.9
	98.2

	Grade 8 Persuasive
	67.9
	60.0
	97.4

	Grade 8 Expository
	70.2
	59.7
	97.7

	Grade 10 Persuasive
	66.3
	50.3
	93.4

	Grade 10 Expository
	65.1
	55.3
	95.9

	*Adjacent scores refer to scores assigned by two raters for the same response that differ by one score point. 


Table 4:  2007 FCAT Writing Final Quality Metrics
	
	Cumulative Validity (Percent Perfect Agreement)
	Cumulative Reliability (Percent Perfect Agreement)
	Cumulative Reliability (Percent Perfect plus Adjacent*)

	Grade 4 Narrative
	77.0
	62.0
	97.5

	Grade 4 Expository
	68.4
	62.2
	97.7

	Grade 8 Persuasive
	73.9
	60.8
	97.9

	Grade 8 Expository
	78.1
	60.1
	97.6

	Grade 10 Persuasive
	68.2
	53.0
	95.0

	Grade 10 Expository
	72.5
	56.9
	96.5

	*Adjacent scores refer to scores assigned by two raters for the same response that differ by one score point. 


Table 5:  2008 FCAT Writing Final Quality Metrics
	
	Cumulative Validity (Percent  Perfect Agreement)
	Cumulative Reliability (Percent Perfect Agreement)
	Cumulative Reliability (Percent Perfect plus Adjacent*)

	Grade 4 Narrative
	83.8
	64.2
	97.5

	Grade 4 Expository
	74.1
	60.5
	97.4

	Grade 8 Persuasive
	75.9
	59.2
	97.9

	Grade 8 Expository
	77.9
	61.0
	97.8

	Grade 10 Persuasive (only mode assessed at Grade 10 in 2008) 
	70.3
	53.4
	95.5

	*Adjacent scores refer to scores assigned by two raters for the same response that differ by one score point. 


Table 6:  2009 FCAT Writing Final Quality Metrics
	
	Cumulative Validity (Percent  Perfect Agreement)
	Cumulative Reliability (Percent Perfect Agreement)
	Cumulative Reliability (Percent Perfect plus Adjacent*)

	Grade 4 Narrative
	79.6
	64.1
	98.0

	Grade 4 Expository
	78.4
	62.4
	97.9

	Grade 8 Persuasive
	78.2
	61.9
	98.6

	Grade 8 Expository
	80.6
	62.4
	98.3

	Grade 10 Persuasive
	69.2
	53.6
	95.5

	Grade 10 Expository
	72.1
	54.4
	96.0

	*Adjacent scores refer to scores assigned by two raters for the same response that differ by one score point.


Table 7:  2010 FCAT Writing Quality Metrics*
	
	Cumulative Validity (Percent Perfect Agreement)
	Cumulative Reliability (Percent Perfect Agreement)
	Cumulative Reliability (Percent Perfect plus Adjacent**)

	Grade 4 Narrative
	73
	56
	97

	Grade 8 Expository
	76
	50
	94

	Grade 10 Persuasive
	79
	52
	95

	*Only one prompt per grade was administered in 2010.

** More precise metrics will be available after final analyses are complete.
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Note: Reliability estimates for 2010 are based on 20% of student essays; reliability estimates for 2006-2009 are based on 100% of student essays.  Reliability estimates reported here for 2006-2009 are indicative of the initial agreement between the first two raters to score each essay.  Final reliability estimates for 2006-2009 are necessarily higher than those reported here due to adjudication rules and averaging of scores from multiple raters.
Recommendations
Some of the recommendations that follow are clearly not cost neutral.  Program administrators, of course, must make such difficult decisions on broader bases, in light of resources and program priorities.  However, our recommendations are made purely on the basis of testing quality.

52) While the reliability of scores found in this validity study is adequate, for grades 4 and 8 they are lower than the year before when two scorings of each response were required.  (For grade 10, they are approximately equal to that of 2009.)  The data that have been presented in Tables 1 and 3-7 in this report indicate that the reliability of rater judgments is relatively stable over time.  Although this year’s reliability data were slightly lower than that found in the previous year (again, for grades 4 and 8), when compared to a set from previous years, it is comparable generally.  However, one must recall that these values are based upon a single rater (with 20% of assessments being scored by a second rater). In 2010 Florida changed from a two-rater system (where all assessments were scored by two raters) to a one-rater system (with 20% of assessments being scored by a second rater). We understand that this practice is becoming more common in statewide assessments and assume (with no formal evidence) that these changes are also for budgetary reasons (using only a single scorer has distinct cost advantages).  We have been assured by FLDOE that there are no required stakes (nor should there be) involved for individual children based solely on the results of the FCAT Writing assessments. We recommend caution in use of these scores to make decisions about individual students. This being the case, a one-rater system (with 20% of assessments being scored by a second rater) may well be acceptable.  We continue to share concerns, however, because sometimes the uses of tests change over time, and sometimes these changes are not instituted by those professionals in the Department of Education who are well informed about the nature and limitations of the testing, scoring and reliability.  We also acknowledge that the means for schools and districts based upon one rater should be unbiased estimates of those same averages were the scorings based upon two evaluations of each essay.
However, we recommend that the State of Florida consider returning to having two readers consider every essay with the average score provided by the two serving as the final scoring.  We believe that designs involving more than one rater for all assessments represent the best professional test practice when scores are assigned to individual schoolchildren. Even with excellent training, some student responses can be legitimately placed into one of two adjacent categories because they may exhibit characteristics associated with both categories (i.e., a “high” 4 and a “low” 5 may be virtually indistinguishable from each other). Consequently, two well-trained scorers can disagree as to the “correct” score for a writing sample.  Allowing two adjacent scores to be averaged allows for a more accurate judgment to be made for these types of responses. Additionally, the inherent uncertainty of subjectively scored assessments argues for as many quality control mechanisms as possible. Sometimes scorers just make a mistake and will assign a paper a score that is too high or too low; having more than one scorer for every response helps tremendously in identifying and correcting such erroneous scores.  We appreciate that other institutions and states may be making this same change to a single rater.  Some testing programs are also using automated scoring of essays, sometimes in concert with a human scoring.  In the present instance, the strongest rationale, however, for our recommendation is that the average (or sum) of two ratings is simply more accurate and reliable than a single rating.

When a second rater reviews the same essay and the two scorings are summed or averaged, the reliability of the resultant scores certainly is increased.  Moreover, these two scorings permit the identification of those scorings that are discrepant and permit adjudication, further raising reliability.  Having made this point, we also note that the State of Florida and the contractor took numerous steps to increase the reliability of ratings, from thorough training of the raters, to regular assessment of these same raters, through elimination of the scorings made by scorers who failed to meet relatively stringent criteria.  Without a doubt in our minds, the State and contractor both took every effort to make the scores the most reliable (and valid) that they could, given budgetary limitations.  We also note that the use of scores also relates to the need for reliability.  For example, if scores were only presented at the school or district level, rather than assigned to individual students, we would be more confident with the use of a single rater for each essay.  This is the system used for the scoring of the NAEP Writing tests, for example, and no individual student scores are reported.

We nevertheless believe in the current context that it is unfortunate that the fiscal realities forced the State to reduce scoring to a single scorer.  To document our belief that a minimum of two raters should be used, we provide some quotes from the professional literature below (and we have added italics for certain key sentences).  A change back to two raters is especially important if the state and/or districts have intentions to apply additional stakes or uses to the test results (e.g., promotion, graduation, etc.) based on their FCAT Writing  results in the future. Importantly, we are aware of no authoritative source that supports the adequacy of a single rater for this type of assessment:

“Performance exercises requiring extended open-ended responses are now common in many large-scale educational testing programs.  Despite recent advances in computer analysis of natural languages, such responses usually must still be read and scored by human readers.  To gain as much information as possible from this relatively expensive method of scoring, the standard practice is for readers to rate the response in four to six predefined ordered categories representing increasing levels of achievement.  If the testing program is an assessment reporting at the group level – school, district, or state, for example – one reader per response is usually sufficient: the gain in precision afforded by aggregating data from many different examinees and raters makes up for the unreliability of a single rating.  If the test results are used in ways that have consequences for individual examinees, however, greater accuracy is required at the score level.  In this situation it is usually considered essential that two or more readers should independently rate each response.” (Bock, et al., 2002, p. 364)

“Many studies have indicated that at least 2 raters should score writing assessments to improve interrater reliability.” (Johnson, et al., 2005, p. 117)

“For some assessment programs that have high stakes associated with individual scores each student response is rated twice.  Typically, if there is a considerable discrepancy between two ratings, an expert rater will rate the response and this third rating can be averaged with the initial ratings or used to replace one or both of the initial ratings.  For assessment programs that are not high stakes, typically only a percent of student work is rated twice so as to examine interrater consistency.” (Lane & Stone, 2006, p. 400)
53) It would also be even more advantageous to use more than one essay per student.  Such a suggestion, of course, doubles many costs, including lost instructional time for students.  This instrument is not a high stakes measure as is a college admissions measure, for example, but this suggestion is a long-standing one in the measurement of writing because prompts and student test takers interact.  That is, if a student knows something about a prompt in advance, it often advantages them.  Having more than one prompt balances this and also can let students engage in more than one type of writing, something that most English teachers strongly prefer.  There are, of course, some serious costs associated with this suggestion, but we do believe it appropriate nevertheless.

54) Where more than one scorer rates a paper and the two or more scorings are not adjacent, adjudication is usually provided.  Using the experienced scorers to review these papers makes sense to Buros staff.  Some of the supervisors in the present instance probably lacked that experience.
55) The task of scoring essays quickly is intense and demanding.  The amount of time that any single scorer can work and maintain their vigilance and concentration is limited.  We do not know the exact limits, and they surely differ across people.  However, even under the extreme time pressures that this scoring is demanding, accuracy of scoring must (and it certainly appears to be) the first priority of the contractor.  Duration of scorer work should be limited, and the contractor does have some systems in place to limit the overtime of scorers whose accuracy falls below certain required levels.  Timing must be set to permit these considerations, even though it is essential for schools to receive scorings as soon as humanly possible.
56) While six score points for a writing assessment is without a doubt the most common approach to scoring essays from a global perspective, the differences between adjacent score categories (e.g., 4 and 5) may be very subtle and will differ in regard to specific prompts.  FLDOE may wish to review the usefulness, applicability, and saliency of the current score points.  It may be that fewer, more distinct score points could meet the states need equally well.  Of course, if a fewer number of score points is used, the differences across score points are even more critical.
57) The daily evaluations of scorings were virtually ideal.  The focus was primarily on three factors:  validity, reliability and speed of the scoring process.  These were the proper factors.  The individuals involved were informed, concerned, and caring.  They represented the State of Florida, the contractor and the testing process well.
58) We believe that it would be an advantage were it possible for more scorers to be teachers, recently retired teachers, and the like.
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